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Abstract

Background: Programme evaluation of medical education should be multi-dimensional. While structural and organisational

aspects of teaching are frequently assessed, programme evaluation tools are rarely matched to specific learning objectives.

Aims: This study used one medical school’s catalogue of specific learning objectives to implement and critically appraise a novel

programme evaluation tool based on comparative student self-assessments.

Method: Medical students enrolled in the clinical phase of the undergraduate curriculum in Göttingen were invited to self-rate

their knowledge, skills and attitudes before and after each course. A newly developed formula controlling for student performance

levels when entering a course was used to compute a percentage gain in knowledge, skills and attitudes. Data derived from a

prospective, longitudinal intervention study on the development of electrocardiogram interpretation skills including 636 students

from four consecutive cohorts were used to provide validity evidence of the new approach.

Results: The novel tool appeared superior to plain mean differences and effect sizes in detecting outstanding teaching as well as

shortcomings of the curriculum. In addition, it adequately reflected objectively measured performance levels and was responsive

to curriculum change.

Conclusions: Comparative student self-assessment is a valid tool to appraise undergraduate medical curricula at the level of

specific learning objectives.

Introduction

Programme evaluation in higher education is defined as ‘a

systematic process that judges the worth of an educational

programme’ (Maudsley 2001). In the context of medical

education, there is substantial ambiguity as to what should

be regarded as the principal ‘worth’ of medical training. For the

Dean, the medical profession and society, becoming a ‘good’

doctor (Hurwitz & Vass 2002) is the ultimate goal of medical

education. Valid programme evaluation instruments ideally

should assess the extent to which this goal is met during

medical education. As a consequence, evaluation data might

be used to identify shortcomings of a curriculum in order to

guide programme modification.

The first decade of the twenty-first century has witnessed

the advent of outcome-based medical education which is

characterised by an emphasis on learning outcomes and their

assessment (Shumway & Harden 2003). In this context, a clear

definition of learning objectives is as crucial as aligning

teaching and assessment methods to these objectives (Kern

et al. 1998), and educational institutions are required to

document their outcomes (LCME 2003). Interestingly, pro-

gramme evaluation appears to lag behind current develop-

ments in curriculum research in that many medical schools

(at least in our country) still use traditional evaluation forms

focusing on student satisfaction with courses and organisa-

tional/structural aspects of teaching. Since they are not aligned

to specific learning objectives, such global ratings yield little

information on the extent to which specific objectives have

been met during a particular course. In addition, they

have been shown to be severely biased by numerous

confounders (Naftulin et al. 1973; Marsh 1982; Divoky 1995;

Jackson et al. 1999).

Practice points

. Programme evaluation should be a multi-dimensional

process.

. Comparative student self-assessment which accounts for

student performance levels when entering a course

produces valid data which can be used to guide

curriculum reform.

. This novel approach is the first to integrate specific

learning objectives in a programme evaluation tool, thus

increasing the alignment between programme objectives

and evaluation tools.
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In order to obtain valid data on the true impact of teaching,

evaluation tools should focus on student learning outcome

(Gibson et al. 2008). The gold standard for evaluating student

performance levels is a summative assessment which is usually

placed at the end of a course or academic year. However, due

to differing performance levels of students entering a course,

final examination results cannot reflect the actual gain of

knowledge, skills and attitudes that has occurred during a

course. In order to detect specific achievements and short-

comings of particular courses, a comparison of performance

levels of individual students before and after course participa-

tion is necessary. The regular implementation of a pre- and

post-test design in medical education is costly and further

complicated by the fact that learning objectives pertaining to

professionalism and communication are genuinely hard to

assess (Epstein 2007). While considerable advances have been

made towards developing a more integrated assessment

system which will allow more valid inferences to be drawn

on teaching and learning effectiveness (Holmboe et al. 2010),

the aim of this study was to develop, implement and critically

appraise an outcome-based programme evaluation tool which

uses student comparative self-assessments (CSA) and

addresses all domains of medical education (knowledge,

skills and attitudes).

The research questions thus addressed were:

(1) How do the results obtained with the CSA tool compare

to established methods to measure pre-post differ-

ences? These methods included a visualisation of mean

values and standard errors, calculation of plain differ-

ences as well as effect sizes expressed as Cohen’s d

(Cohen 1992) with values above 0.8 representing large

effects.

(2) Does the CSA tool produce stable and reproducible

results?

(3) Are matched pair-wise comparisons of student

self-assessments necessary?

(4) Do student self-assessments adequately reflect

objectively measured performance levels?

(5) Is the CSA tool responsive to curricular change?

Methods

The 6-year undergraduate medical curriculum at our institution

comprises 2 pre-clinical and 3 clinical years, followed by a

practice year. The clinical part of the curriculum has a modular

structure: there are 21 modules lasting two to 7 weeks each;

the sequence of modules is identical for all students. The CSA

tool was implemented for all the 21 modules in the clinical

curriculum. However, in order to address the research

questions listed above, objective student performance mea-

surements before and after participation in a module were

needed. These were derived from a larger study including

four consecutive cohorts of medical students (winter

term 2008/09 until summer term 2010) who were enrolled in

the 6-week interdisciplinary cardio-respiratory module

which occurs at the beginning of the second clinical year.

The results of that study were partially published in 2010

(Raupach et al. 2010).

Development of the new programme evaluation tool

An evaluation committee consisting of experienced faculty as

well as experts on medical education discussed methods to

assess potential increases in skills, knowledge and attitudes

during the 21 modules. In order to circumvent the logistic

challenge of implementing pre- and post-tests covering all

educational domains in all modules, a decision was made to

compare student self-ratings of knowledge, skills and attitudes

before and after each module. Identical questionnaires were

made available to students 3 days prior to and after the first

and last day of a module, respectively. For each module, 15

questions covering the principal teaching content were used.

Items were matched to the Göttingen Medical School’s

Catalogue of Specific Learning Objectives (2008), and mem-

bers of the evaluation committee cross-checked each item for

alignment to the catalogue. For example, students were asked

to rate the statement ‘I can interpret an electrocardiogram.’ on

a scale from 1 (fully agree) to 6 (completely disagree). Data

collection periods were standardised using an automated

online survey system (EvaSys
�
, Electric Paper, Lüneburg,

Germany). For ethical and privacy reasons, students could

neither be forced to use the CSA tool nor to reveal their

identity. As a consequence, participation was voluntary and

anonymous, thus precluding matched pair-wise comparisons

of individual self-assessments.

The gain in knowledge, skills and attitudes that occurred

during a module was defined as the difference in mean ratings

(pre/post) within a student cohort enrolled in the module. In

order to adjust for students’ differing initial performance levels,

item-specific gain (%) was computed according to the follow-

ing formula (Formula 1):

CSA gainð%Þ ¼
�pre � �post

�pre � 1
� 100

where �pre is the mean initial self-assessment and �post the

mean self-assessment after the course.

According to this formula, the large net increase in self-

assessment from 5.0 to 3.0 would produce the same gain (50%)

as the much smaller net increase from 2.0 to 1.5. Thus, the

formula takes into account the difficulty of further increasing

skills, knowledge and attitudes in advanced students. Starting

in winter 2008/09, all modules were evaluated using CSA (315

specific learning objectives). In addition to using sample items

from different modules to illustrate the tool’s capability to

reflect gains in all three educational domains, evaluation data

obtained from four consecutive student cohorts enrolled in the

cardio-respiratory module were used to address research

questions 1 and 2 (‘How do the results obtained with the CSA

tool compare to established methods to measure pre-post

differences?’ and ‘Does the CSA tool produce stable and

reproducible results?’). Computed gains for five specific

learning objectives were compared to effect sizes (Cohen

1992), and cross-cohort comparisons of both measures were

made to assess the stability of results obtained with the new

programme evaluation tool.

Outcome-based programme evaluation

e447

M
ed

 T
ea

ch
 D

ow
nl

oa
de

d 
fr

om
 in

fo
rm

ah
ea

lth
ca

re
.c

om
 b

y 
U

ni
ve

rs
ity

 o
f 

th
e 

Ph
ili

pp
in

es
 M

an
ila

 o
n 

11
/2

4/
14

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y.



Pair-wise versus aggregated differences in
self-assessments

Data derived from a large longitudinal study including a total of

636 students were used to address research questions 3, 4 and 5.

As part of that study (Raupach et al. 2010), students were invited

to take a written test on electrocardiogram (ECG) interpretation

skills both on the first day and during the last week of the

module. At both time-points, student self-ratings of their

performance level were obtained before the test was taken.

Research question 3 (‘Are matched pair-wise comparisons of

student self-assessments necessary?’) was addressed by com-

paring the skills gain using mean ratings (Formula 1) with the

mean of individual skills gains computed as follows (Formula 2):

Individual gainð%Þ ¼
Self-ratingpre�Self-ratingpost

Self-ratingpre�1
� 100

In addition to comparing individual and CSA gain values,

we investigated the impact of varying response rates on CSA

gain calculated from mean ratings: the participation rate in the

ECG study was almost 100% in all four cohorts. By including

the statement ‘I can interpret an electrocardiogram’ in both the

CSA tool (varying response rate) and the study questionnaire

(�100% participation), we were able to compare skills gains

derived from the entire cohort with skills gains derived from

the subset of students who voluntarily provided self-assess-

ments before and after the module.

Objective performance measurements

On the first day of the cardio-respiratory module, students

enrolled in the ECG study were asked to produce a written

interpretation of three ECG tracings. During the last week of

the module, the same students took a second examination

including five different tracings. Only unambiguous ECGs with

medically important findings (i.e. myocardial infarction, atrial

fibrillation and ventricular hypertrophy) were used for these

assessments. Details of the marking process are described

elsewhere (Raupach et al. 2010). In brief, two independent

raters completed a standardised checklist. Following a first

exploration of results, the marking scheme was adjusted to

emphasising the most important findings, thus producing a

maximum of 10 points per tracing (i.e. 30 points in the first and

50 points in the second examination). All assessments were

identical in both study cohorts. In order to avoid contamina-

tion, all test materials were collected after each assessment and

model answers not provided. In an attempt to address research

question 4 (‘Do student self-assessments adequately reflect

objectively measured performance levels?’) and, thus, to

establish criterion validity of the self-assessment approach,

individual performance levels at the beginning and the end of

the module were compared to individual self-ratings. In

addition, mean percent scores for student cohorts were

calculated for both the entry and the exit examination, and

the effect size of the pre-post change was compared to the

skills gain as computed using Formula 1.

The four student cohorts differed with respect to the

intensity of teaching and assessment: in both winter terms,

exit examinations were summative and yielded a considerable

amount of credit points for students. In both summer terms, exit

examinations were formative in nature. Extensive teaching

(lectures and peer-led small-group discussions) was offered to

all students in the first two cohorts (winter 08/09 and summer

2009), while students in the latter two cohorts (winter 09/10 and

summer 2010) were offered three introductory lectures and

then asked to self-study a 40-page guide to ECG interpretation.

These differences in assessment and instructional format were

expected to be reflected in both the objective performance

measurement and the CSA tool (research question 5: ‘Is the CSA

tool responsive to curricular change?’).

Data acquisition, statistical analysis and ethics
approval

Students completing the post-evaluation of a module were

asked to indicate whether they had participated in the pre-

evaluation of that same module. Data analysis was restricted to

students who participated in both evaluations. Data analysis

was performed with SPSS
�

14.0 (Illinois, USA). Aggregated

group data are given as mean� standard error of the mean

(SEM). Correlation coefficients are given as Pearson’s r.

Differences in mean values between the four cohorts were

analysed using the Kruskal–Wallis–H Test. Effect sizes were

calculated as Cohen’s d with values above 0.8 indicating large

effects (Cohen 1992). Significance levels were set to 5%. At our

institution, studies requiring students to provide anonymous

ratings are exempt from Institutional Review Board (IRB)

approval. Data derived from the larger ECG study are reported

according to IRB approvals no. 23/2/09, 18/8/09 and 1/3/10.

Results

Response rates and descriptive analysis of evalua-
tion results

Response rates per module varied between 36.7% and 75.4%.

Sample items, including mean values and their SEM as well as

the proportion of students who had chosen each of the six

options from ‘fully agree’ to ‘completely disagree’, are visualised

in Figure 1. Nine of the 315 learning objectives out of 21

modules are displayed to illustrate that, in each educational

domain (cognitive/skills/affective), gain values between 10%

and 80% were obtained. As expected, similar differences in

mean values produced either large or medium-sized gains,

depending on prior levels of performance. The statement ‘I

know which agents can be used to treat urinary tract infections’

yielded a negligible gain (Figure 1). Several items with small

gains were discussed with students and teachers as well as

programme administrators. We consistently observed that

teaching performance regarding these items was inadequate.

In the case of the objective no. 6, faculty organising the module

had in fact overseen it while planning the module. As a result,

there had been no teaching on urinary tract infections.

Comparison of different methods measuring perfor-
mance increase

In order to address research questions 1 and 2 (‘How do the

results obtained with the CSA tool compare to established

T. Raupach et al.
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methods to measure pre-post differences?’ and ‘Does the CSA

tool produce stable and reproducible results?’), five distinct

learning objectives assigned to the cardio-respiratory module

were evaluated in four consecutive student cohorts. Teaching

and assessment of these items remained unchanged during the

study period to facilitate a critical appraisal of the reproduc-

ibility of CSA gain values. As these data were derived from the

voluntary evaluation, response rates need to be taken into

account. These were 58.0%, 62.0%, 59.7% and 57.0% in the

four cohorts, respectively.

Three major findings are presented in Figure 2: first,

particularly large (dark green line) and small (dark red line)

differences in mean values were adequately reflected in both

the effect size and the CSA gain (Formula 1). Second, all

methods produced different rankings of learning objectives:

while – on the basis of plain differences or the effect size – the

learning objective represented by the light green line could be

considered as producing only a moderate effect, accounting

for the relatively high performance level at module entry

revealed a favourable CSA gain. Likewise, despite similar mean

values and SEMs at the end of the module (Figure 2(A)), the

two learning objectives represented by the light and dark

green lines could be clearly distinguished in the gain plot

(Figure 2(D)). Finally, the new programme evaluation tool

appeared to yield reproducible results across student cohorts.

The effect size for the learning objective represented by the

dark green line showed considerable variation between the

cohorts. This was unlikely to be caused by differing response

rates as these were very similar (around 60%) in all four

cohorts. Rather, the relatively low effect size observed in the

fourth cohort was due to a higher variance of mean

self-assessment values at module entry (compare Figure 2(A)

and (C)). In contrast to effect sizes, the CSA gain produced

stable results as should be expected when considering the

original data shown in Figure 2(A).

Impact of comparison type (matched vs. unmatched)
and response rate on computed gain

In order to address research question 3 (‘Are matched pair-

wise comparisons of student self-assessments necessary?’),

individual (pair-wise) gain values were calculated using

Formula 2 and averaged across each student cohort. The

values thus obtained were compared to the CSA gain derived

from aggregated cohort data (Formula 1). Figure 3(A) illus-

trates the correlation between the two measures (r¼ 0.992,

p¼ 0.008), both of which were derived from the results of

voluntary module evaluation with varying response rates.

The impact of varying response rates on CSA gain was

assessed by comparing data derived from the ECG Study

(�100% participation) with data obtained as part of the

voluntary module evaluation. The correlation between gain

values computed for all students and those computed for

students who voluntarily used the CSA tool are displayed in

Figure 3(B) (r¼ 0.981, p¼ 0.019).

Relation to objective performance measurements

Research questions 4 (‘Do student self-assessments adequately

reflect objectively measured performance levels?’) and 5

before the course
after the course

Level of agreementlow high

6

Percentage of students

5 4 3 1 0% 20% 40% 60% 80% 100%

Perceived knowledge / ability
low (6)
high (1)

Time of survey

Statements to be rated

I can examine perfusion, muscle 
function.and sensory function in a 
patient with an acute arm/leg injury.

I can perform a differential diagnosis of 
speech disorders.

I can list the three cardinal symptoms of 
aortic stenosis.

I know the symptoms and emergency 
treatment options for acute 
compartment syndrome.

I can provide basic life support.

2

post
pre

CSA Gain

83.84%

6.23%

57.24%

85.57%

54.41%

post
pre

post
pre

post
pre

post
pre

post
pre

post
pre

post
pre

post
pre

2.23%

75.07%

53.08%

17.20%

I know which agents can be used to 
treat urinary tract infections.

I am aware of the guiding principles of 
palliative care.

I am prepared to help solve ethical 
conflicts in ward meetings.

I am familiar with professional aspects 
such as confidentiality, .obtaining 
informed consent and patient rights.
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Figure 1. Illustration of evaluation data presentation to faculty. One sample learning goal with high, moderate or low learning

outcome is displayed for each of the three learning domains (knowledge, skills and attitudes). Questions were translated from their

original German into English. Error bars indicate standard errors of the mean. CSA, comparative self-assessment.

Outcome-based programme evaluation
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(‘Is the CSA tool responsive to curricular change?’) were

addressed by comparing student self-ratings at the beginning

and the end of the module with their respective performance

levels in the entry and exit examinations. Figure 4(A) and (B)

illustrate that, at both time-points, higher self-perceived

competence to interpret an ECG is associated with significantly

higher exam performance (p5 0.001, Kruskal–Wallis–H Test).

As scores in the entry examination were similar in all four

cohorts (i.e. no adjustment for prior performance level was

necessary), effect sizes could be used to compare the actual

increase in performance to the CSA gain. There was a

significant correlation between the two measures (r¼ 0.980,

p¼ 0.02, Figure 4(C)). As expected, the summative assess-

ments used in both winter terms led to a substantially greater

increase in performance, and this was also reflected in the gain

computed from student self-assessments.

Discussion

In this study, comparative student self-assessments were used

to measure the extent to which specific learning objectives had

been achieved during a teaching module. With regard to the

research questions raised, the above results indicate that CSA

gain compares favourably with more traditional measures of

pre- and post-differences. In contrast to the effect size, it is

robust against variances in mean values at module entry.

Unlike the plain difference between pre- and post-values, CSA

gain accounts for student performance levels when entering a

module. Second, cross-cohort comparisons of learning objec-

tives that were taught and assessed identically in all cohorts

revealed that the new method produces more stable results

than effect sizes. Third, gain calculations from matched pair-

wise comparisons yielded the same results as calculations

using group mean values, indicating that student identification

is not necessary. Fourth, with regard to the practical skill ‘ECG

interpretation’, there was good agreement between CSA gain

and objective measures of performance. Finally and most

importantly, CSA gain appeared to be responsive to changes in

the curriculum in that learning objectives for which there was

no teaching produced no gain, whereas interventions impact-

ing on student performance in objective examinations were

adequately reflected in the data produced by the new

programme evaluation tool. Taken together, our results
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Figure 2. Comparison of different methods measuring differences in student self-ratings before and after attending the cardio-

respiratory module. Each colour represents one specific learning objective: dark green – pharmacotherapy for heart failure; light

green – therapy for acute myocardial infarction; yellow – heart murmurs; orange – signs of heart failure on physical examination;

red – therapeutic options for peripheral vascular disease. (A) mean values of student ratings before (dotted lines) and after (solid

lines) the module. Error bars indicate standard errors of the mean. (B) absolute differences in mean values for each learning

objective across the four cohorts. (C) effect sizes of pre-post changes in student self-assessments. (D) CSA gain computed from

Formula 1 (see text).
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‘ECG interpretation’. Each data point represents a student cohort. (A) correlation between gains computed from pair-wise

comparisons and gains computed from group mean comparisons (r¼ 0.992, p¼ 0.008). (B) correlation between gains calculated

for all students and those calculated for the subgroup of students voluntarily using the new programme evaluation tool (r¼ 0.981,

p¼ 0.019).
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Figure 4. Relation of calculated gain values to objective performance measurements. (A) student performance level in the ECG

entry examination by self-perceived competence to interpret an ECG (n¼ 636). (B) student performance level in the ECG exit

examination by self-perceived competence to interpret an ECG (n¼ 636). (A/B) p values derived from Kruskal–Wallis–H Test. (C)

correlation between pre-post performance difference effect sizes and gain as computed from student self-ratings (r¼ 0.980,

p¼ 0.020). CSA, comparative self-assessment.

Outcome-based programme evaluation

e451

M
ed

 T
ea

ch
 D

ow
nl

oa
de

d 
fr

om
 in

fo
rm

ah
ea

lth
ca

re
.c

om
 b

y 
U

ni
ve

rs
ity

 o
f 

th
e 

Ph
ili

pp
in

es
 M

an
ila

 o
n 

11
/2

4/
14

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y.



suggest that CSA gain is a reproducible and valid tool to

measure student performance gain on the level of specific

learning objectives.

Advantages of the novel method

To our knowledge, this is the first study to report a curriculum-

wide implementation of an evaluation tool that is matched to

specific learning objectives from all three major domains of

medical education. The information gathered from CSA gain

may add to the value of existing multi-dimensional evaluation

programmes (McOwen et al. 2009; Holmboe et al. 2010). In

addition to being easy to implement and resource-saving, this

‘outcome-based evaluation tool’ (Harden 2007) can contribute

to faculty development by reminding faculty of the learning

objectives to be met by their students. In turn, it will help

programme coordinators judge whether specific learning

objectives have been met or not. By taking into account

students’ self-assessed performance levels before entering a

specific course, CSA gain might also prove useful for the

appraisal of spiral curricula in which students repeatedly face

similar learning objectives at different levels of expertise

(Harden & Stamper 1999).

Limitations and suggestions for future research

In medical education research, there is a long history of

comparing student self-ratings before and after educational

interventions (Bray-Hall et al. 2010). In fact, Thompson et al.

recently reported the detection of a student learning curve

based on repeated self-assessments (Thompson & Rogers

2008). However, the validity of self-assessments has been

challenged (Eva & Regehr 2005; Davis et al. 2006) due to the

high inter- and intra-individual variabilities of this measure

(Ward et al. 2002). At the same time, research in medical

education indicates that the ability to self-assess is relatively

stable over time (Fitzgerald et al. 2003). In agreement with our

findings of good correlations between CSA gain and ECG

examination score difference effect sizes, student self-ratings

of clinical behaviours have been shown to adequately reflect

performance in an objective assessment involving standar-

dised patients (Frank et al. 2005). However, more research is

needed on the validity of the new approach in the context of

learning objectives pertaining to factual knowledge and

professionalism.

One surprising finding of this study was that pair-wise

comparisons of student data yielded the same results as

aggregated group data. Absolute CSA gain appears to increase

with decreasing response rates (Figure 3(B)), but its capacity to

detect curricular change remains untouched. Thus, although a

100% response rate (Gerrity & Mahaffy 1998) might not be

necessary to produce reliable data, the question of a possible

lower cut-off for response rates to be judged acceptable

warrants further discussion.

At present, CSA gain data are used to critically appraise

teaching and learning of specific learning objectives within

modules at our institution. Cross-module or even cross-

institution comparison is an intriguing possibility. In accor-

dance with recent attempts to reward outstanding teaching

successes (Humanities 2008), one might envision resource

allocation within medical schools being partially guided by

results obtained with the new tool.

Conclusion

By comparing student self-assessments regarding specific

learning objectives before and after participation in medical

school courses, reproducible and valid programme evaluation

data can be obtained. Thus, CSA gain may add to the value of

existing evaluation methods. A particular strength of this

approach is its alignment to the specific learning objectives of

a given medical school. Future research should address

problems associated with low response rates as well as the

validity of the approach in different domains of medical

education.
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